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**Final project performance analysis**

The program calculates the inverse of a square matrix using the following formula.

The type matrix\_t was defined to better handle matrices as a type. The following functions were created in order to perform the calculation.

* getInverseMatrix
* getDeterminant: used to obtain inverse matrix
* getAdjugateMatrix: used to obtain inverse matrix
* getCofactorMatrix: used to obtain adjugate matrix
* getCofactor: used to obtain cofactor matrix
* getMinor: used to obtain cofactor
* transpose: used to obtain adjugate matrix

The following helper functions were also included for testing purposes and to handle common type operations.

* getValue
* setValue
* printSerializedMatrix
* printMatrix
* destroyMatrix
* newIdentity
* newSquareMatrix
* newDummyMatrix
* import
* newMatrix

In order to make implementation easier, all these functions where included in the static library “matrices”. Several operations included in the library can be parallelized without producing incorrect results, these operations are listed bellow.

* Transposing a matrix: each element can be repositioned independently.
* Obtaining the cofactor matrix: the cofactor of each element can be obtained independently from the others.
* Obtaining the inverse of a matrix: each element of the adjugate matrix can by divided by the determinant independently.
* Other operations related to setting values of a matrix.

The use of OpenMP directives causes overhead related to thread handling. Because of this, some of the operations listed above are not well suited for parallelization, they are too lightweight and would cause the program to take longer because of the overhead.

After excluding these operations, OpenMP directives where added before the following loops inside the functions related to obtaining the cofactor matrix and the inverse of a matrix. These directives provide parallel computing for the operations.

1. #pragma omp parallel for collapse(2)
2. for(int i = 0; i < rows; i++) {
3. for(int j = 0; j < cols; j++) {
4. setValue(comatrix, i, j, getCofactor(m\_ptr, i, j));
5. }
6. }
7. #pragma omp parallel for collapse(2)
8. for(int i = 0; i < rows; i++) {
9. for(int j = 0; j < cols; j++) {
10. float element = getValue(adjugate, i, j) / determinant;
11. setValue(inverse, i, j, element);
12. }
13. }

The following table compares execution times of the operations with and without the use of OpenMP directives.

[tabla]